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Philosophical choices

• Free software everywhere 
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Architectural choices

SMTP: Load balancer vs DNS

• Load balancer: single endpoint that distributes the requests to N backends
• DNS: more than one MX record, or more than one IP address associated to a hostname 

Why a load balancer:
• Backend servers can be added or removed transparently to the user
• Email clients cannot be easily configured with more than one SMTP server for one 

email address
• The web services can be proxied by a load balancer without changes to the application, 

when a single instance is involved
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Load balancers 
architecture

• 2 Virtual Machines

• 1 floating IP

• Services running on every VM:
• HAPROXY
• Keepalived, for HA and floating IP 

management
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Email system: authentication (FreeIPA)

• Incoming SMTP: check of the 
recipient’s email address
• SMTP delivery: find the 

recipient’s username
• POP/IMAP, webmail: user 

authentication
• Outgoing SMTP: user 

authentication, authorize the 
sender’s email address
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Incoming SMTP

• Two servers behind the load 
balancers
• Before the delivery

• RBL check (SpamHaus ZEN)
• DBL check (SpamHaus)
• Antivirus check
• Antispam check

• Different route for the mailing lists
• Delivery via LMTP
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Antispam and antivirus

Two VMs, each running both the 
antivirus and the antispam service

• The antivirus rejects the emails 
immediately
• Every antispam rule assign 

points (positive or negative). 
Over 5 (default) an email is 
marked as SPAM
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Outgoing SMTP service
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• Services and physical users use two different SMTP servers
• Both servers check the outgoing emails for viruses
• The SMTP server used by the physical users checks the 

sender’s email address
• The delivery rules will diverge in future, between services 

and users
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SMTP: Reputation policies

• SPF enabled and enforced: only the IP address of our SMTP servers 
are allowed by the policy, with one exception

In the near future
• DKIM
• DMARC
• MTA-STS
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IMAP and POP service

• Three director servers behind 
the load balancers
• Four POP/IMAP servers
• The NFS server exports the same 

volume to all the POP/IMAP 
servers (SPoF)
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Filters, antispam, vacation, forward settings are accessible from inside the webmail interface.
Their use is documented at https://mediawiki-s2i2s.isti.cnr.it/
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Operations
• Everything over TLS (not limited 

to https)
• Letsencrypt is being used not only 

for web certificates
• Certificates renewals are 

automatic

• Firewall rules on every VM
(or: is it zero trust?):
• Minimal set of open ports
• Services that are not public are 

limited to the allowed clients

• No direct root access
• Use of the VPN is mandatory
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Problem
• A lot of very old clients still in use  we 

cannot  remove support for tls < 1.2 yet
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Operations: everything is a ticket, 
at https://redmine-s2i2s.isti.cnr.it
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Operations: monitoring

What we have (Zabbix)
• Hardware status
• Disk space
• Free memory
• Load average
• Disk I/O activity
• Is the server alive?

What we are going to have

• Observability (Prometheus + Grafana)

• Services status

• Services behaviour

• Status dashboard

• Incident history
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Deployment: everything is automated
(mostly)

Ansible is the provisioning tool 
used to configure all the servers 
and all the services.

• All the servers share a basic 
configuration set (language, 
ssh access, timezone, firewall, 
dns resolver, NTP, …)

• No manual editing of 
configuration files

• A new instance of a server 
can be ready in a matter of 
minutes

October 15, 2021 Andrea Dell'Amico - ICTalk@CNR 2021 17

mailto:ICTalk@CNR


Ansible: a brief introduction
Essentials https://docs.ansible.com

• No client/server model. Remote hosts accessed using SSH
• Python based. A basic python setup is required on the target nodes
• Modules can be written in whatever language, but python is easier
• Components: playbooks, tasks, roles, modules, inventory, collections 

Ansible concepts: control and managed nodes, inventory, collections, modules, tasks, playbooks
• Ansible runs playbooks
• A playbook is a set of tasks, often grouped into roles.
• Tasks use modules. Most modules guarantee idempotency (exceptions: command, shell) 
• Playbooks are run on the control node and execute on the managed nodes
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Ansible: a brief introduction (2)
A playbook

• A playbook usually lives on the control node
• Its execution is influenced by variables
• Variables can be associated to hosts, host groups, roles, or loaded from files
• Files that define variables, and also files that must be transferred into the 

managed nodes, can be encrypted 
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Ansible: variables
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Ansible: tasks
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Ansible: play run
ansible-playbook --vault-password-file=<LOL>' ca.yml -i inventory/hosts -t letsencrypt
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Evolution of the ISTI infrastructure

The technical buzzwords
• Servers consolidation
• Cloud computing, on premise
• Infrastructure as a Service (IaaS)
• Platform as a Service (PaaS)
• Managed Software as a Service (MSaaS)
• Functions as a Service (FaaS)
• Object storage
• Distributed block storage
• Distributed Posix File system
• Containers Orchestrator (Kubernetes, 

Docker Swarm)

What does it even mean?
• Contribute hardware to the 

infrastructure
• Everything runs in the same 

infrastructure (when possible)
• Resources available to each 

laboratory, based on the 
contributions and the needs
• Federated SSO
• Federated resources, potentially
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ISTI Services: next steps
• IAM, to enable SSO between all services

• 2FA, with both applications (Google authenticator, for 
example) and hardware keys: yubikeys, solo keys, feitian, 
etc (they cost money)

• Nextcloud general availability, and
• OnlyOffice integration
• Draw.io integration
• Integration with the webmail

• Git server general availability
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Security (see the aGID guidelines):
• Logs centralization
• Alerting based on log patterns
• A SIEM system
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Infrastructure: next steps
• Fix the wiring between switches 

and servers

• Start the OpenStack installation 
(hyperconverged)

• Test the functionalities

• Test at least one live upgrade of 
the OpenStack distribution

• Start migrating the ISTI and 
InfraScience (D4Science) services

Hyperconverged: each 
server is used for both 
computing and 
distributed storage
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Una infrastruttura complessa: perché tanto odio?*
(* cit. https://fr.wikipedia.org/wiki/Édika)

L’impegno per la realizzazione di una infrastruttura così complessa è giustificato dalla necessità di fornire servizi sofisticati

Servizi specifici per l’istituto
• Posta elettronica
• DNS
• Autenticazione
• Supporto agli utenti
• Wiki
• Git
• Cloud storage (nextcloud)
• (eccetera)

Supporto alla ricerca (D4Science, OpenAIRE): 
VRE, Virtual Research Environments

• VRE (Virtual Research Environment): storage, 
messaggistica, social
• Autenticazione federata (soggetta 

all’accettazione di Terms of Use)
• Servizi gestiti, disponibili ai ricercatori 

(JupyterHub, Rstudio, Shinyproxy, OverLeaf, 
catalogo CKAN-based, Geoserver, 
Geonetwork, Hadoop...)
• Esecuzione di esperimenti con workflow FAIR 

(Analytics Engine, prossimamente container 
based)
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Main D4Science gateway: https://services.d4science.org
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Use case: Protected Area Impacts Maps
https://i-marine.d4science.org/web/protectedareaimpactmaps

Involved services and 
resources:

● (Authentication)
● (Authorization)
● Static web application
● Dataminer (Analytics 

engine)
● Geoserver
● Workspace
● FAIR
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D4Science authentication and authorization flow (Keycloak, OIDC, federation)
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D4Science authentication and authorization flow (Keycloak, orchestrator, VRE and users setup)
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The end
Grazie!

Any questions?
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